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QUESTION ONE (30 MARKS)

Define the terms below as used in statistics. (3 marks)
(1) Parameter

(i1) Statistic

(ili)  An estimator

State any three requirements of a good estimator. (3marks)
Proof that the sample mean is an unbiased estimator of population mean. (4marks)
Differentiate between parametric and non- parametric statistical test in statistics giving
relevant examples. (4 marks)
Let x1, ..., xn be random sample from a poison distribution with parameter A. F ind the
estimator for A, using any suitable method. (5 marks)
Proof that the sample mean square S is an unbiased estimator of the population
variance. (4 marks)
Explain the concept of MVUE in estimation. (4marks)
Explain the meaning of the following terms: (3 marks)

Interval estimation

Point estimation

Confidence interval

| S T R VR A T RN R

a)
b)

c)

b)

QUESTION TWO (20 MARKS)

Discuss the concept of sufficiency as used in estimation theory (5 marks)
Explain the Cramer-Rao inequality (6 marks)

let Xy, ..., X,, be a random sample from a Poisson distribution. Show that T =
Max (X1, ..., Xn) is a sufficient statistic for A. (9 marks)

QUESTION THREE (20 MARKS)

Let x4, ..., X, be a random sample from a normal distribution . Find the MLE of u and §°
(10 marks)
Let %5, ..., X, be a random sample from a uniform distribution in (6 — %, 0+ —;—). Find the

MLE of 6 (10 marks)



QUESTION FOUR (20 MARKS)

4. (a)

(b)

i When is an estimator &, of @ said to be sufficient? (2 mks)
ii. For a normal population N(u,0o?) if o2 is known, prove that
X is sufficient estimator for p (5 mks)

iii. If p is known, prove that s? is not a sufficient estimator for
o2 and hence find its sufficient estimator. (3 mks)

X is a binomial random variable with parameters n (known) and
P (unknown). Given a random sample of N observations of X
(10 mks)

i. Compute the method of moments estimator for p

ii. What will be the method of moments estimator for n and p
when both are unknown

QUESTION FIVE(20 MARKS)

5. (a)

(b)

A random sample is taken from a normal population with mean
n

0 and variance o?. Examine if s? = 1 3> X? is MVUE for o (8
i=1

mks)

A random sample is picked from a population whose distribution

is given by;
e—/\/\:'n

flz;2) =

il

fo1 i = 0,052 5 1 2500

Taking ¥()) = e, find Cramer-Rao lower bound for t, where ¢
is unbiased estimator for W(A) (7 mks)

Let z1, ..., £, be iid random variable from a Bernoulli distribution
with parameter P. Show that T'= }_7'X; is a sufficient statistic
(5 mks)



