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Abstract: We discuss the distribution of spectra of a direct sum decomposition of an 

arbitrary operator into normal and completely non normal parts. We utilize the fact that any 

given operator  𝑇 ∈ 𝐵(𝐻) can be decomposed into a direct summand 𝑇 = 𝑇1 ⊕ 𝑇2 with 𝑇1 

and 𝑇2 are the normal and completely non normal parts respectively. This canonical 

decomposition is preferred to other forms of decomposition such as Polar and Cartesian 

decompositions because these two do not transfer certain properties (for instance the spectra, 

numerical range, and numerical radius) from the original /decomposed operator to the 

constituent parts. This is presumably done since these parts are simpler to deal with.  
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1. Preliminaries 

1.1. Notation and Terminology 
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In this paper, a Hilbert space will be denoted by a capital letter 𝐻, while a bounded linear operator 

shall be denoted by 𝑇 , where an operator means a bounded linear transformation (equivalently, a 

continuous linear transformation) 𝑇:𝐻 → 𝐾.  𝐵(𝐻) denotes the set of bounded linear transformations 

from 𝐻 into itself, which is equipped with the (induced uniform) norm. For an operator 𝑇, we denote by 

𝑇∗the adjoint of  𝑇. The spectrum of 𝑇 is defined and denoted by 𝜎(𝑇) = {𝜆 ∈ ℂ: 𝜆𝐼 − 𝑇 not invertible}. 

It is a union of disjoint components, namely, the point spectrum 𝜎𝑝(𝑇) = {𝜆 ∈ ℂ: 𝜆𝐼 − 𝑇 is not injective}, 

the continuous spectrum 𝜎𝑐(𝑇) = {𝜆 ∈ ℂ: 𝜆𝐼 − 𝑇  is injective and 𝜆𝐼 − 𝑇  has a dense range}  and the 

residual spectrum 𝜎𝑅(𝑇) = {𝜆 ∈ ℂ: 𝜆𝐼 − 𝑇 is injective and 𝜆𝐼 − 𝑇 has a non-dense range}. 

𝜎𝑎𝑝(𝑇)  shall denote the approximate point spectrum defined by 𝜎𝑎𝑝(𝑇) = {𝜆 ∈ ℂ: TI 

 not bounded}. 

An operator T  is said to be: 

An isometry if 𝑇∗𝑇 = 𝐼, Unitary if 𝑇∗𝑇 = 𝑇𝑇∗ = 𝐼, Hyponormal if 𝑇∗𝑇 ≥ 𝑇𝑇∗, 

p-hyponormal if (𝑇∗𝑇)𝑝 ≥ (𝑇𝑇 ∗)𝑝 where 0 < 𝑝 < 1, (p,k)-quasihyponormal if  

𝑇∗[(𝑇∗𝑇)𝑝−(𝑇𝑇∗)𝑝]𝑇𝑘 ≥ 0 for some positive integer k  and 0 < 𝑝 ≤ 1 and 

a unilateral shift if there exist a sequence {𝐻0, 𝐻1, … … … . } of pairwise orthogonal subspaces  

of 𝐻 such that: 

 𝐻0 ⊕ 𝐻1 ⊕ … … .. 

 𝑇 spans 𝐻𝑛 isometrically onto 𝐻𝑛+1. 

For a subspace M of H, the orthogonal complement of M is given by 𝑀⊥ = {𝑢 ∈ 𝐻: < 𝑢, 𝑣 >= 0 for all 

𝑣 ∈ 𝑀}. 

2. Introduction 

We first give some results concerning the spectrum of a normal operator. 

Definition 2.1 An operator   𝑇 ∈ 𝐵(𝐻) is said to be normal if   𝑇∗𝑇 = 𝑇𝑇∗ (equivalently, if ∥ 𝑇𝑥 ∥=∥

𝑇∗𝑥 ∥ ∀𝑥 ∈ 𝐻 ). 

Definition 2.2 Let 𝐻 be a Hilbert space, a subspace 𝑀 of 𝐻 is said to be invariant under an operator  𝑇 ∈

𝐵(𝐻)  if 𝑇𝑀 ⊂ 𝑀 or precisely 𝑇𝑥 ∈ 𝑀 𝑓𝑜𝑟 𝑎𝑙𝑙 𝑥 ∈ 𝑀. 

We can then state the following result: 

Corollary 2.3 

An operator 𝑇 ∈ 𝐵(𝐻) is invariant under 𝑀 iff 𝑇∗ is invariant under 𝑀⊥. 

Definition 2.4 

A subspace 𝑀 ⊂ 𝐻 is said to reduce an operator 𝑇 ∈ 𝐵(𝐻) if 𝑀 is invariant under both 𝑇and 𝑇∗.  
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We state and prove the following lemma. 

Lemma 2.5 

A subspace 𝑀 ⊂ 𝐻 is said to reduce an operator if both  𝑀 and  𝑀⊥ are invariant under 𝑇. 

Proof 

Suppose 𝑀 reduces 𝑇 , then 𝑀  is invariant under both 𝑇  and  𝑇∗ . In particular, 𝑀  is invariant under 

𝑇∗implying by the corollary above that 𝑀⊥ is invariant under 𝑇∗∗ = 𝑇. Thus, both 𝑀and 𝑀⊥are invariant 

under 𝑇. 

Conversely, suppose both 𝑀  and 𝑀⊥  are invariant under 𝑇 , then by the corollary 2.3 above,  𝑀⊥ 

invariant under 𝑇 imply that 𝑀 is invariant under 𝑇∗.  Therefore 𝑀 and 𝑀⊥ are invariant under 𝑇 and by 

definition 2.4, 𝑀 reduces 𝑇. 

Lemma 2.6 

If  𝑇 is a normal operator, then 𝜎𝑅(𝑇) = ∅. 

Proof 

Suppose 𝜎𝑅(𝑇) ≠ ∅ and let 𝜆 ∈ 𝜎𝑅(𝑇). 

By definition, 𝜆 ∈ 𝜎𝑅(𝑇) if (𝜆𝐼 − 𝑇)−1 exist as a map bounded or unbounded but actually means that 

there exist a non zero vector 𝑥 such that 

(�̅�𝐼 − 𝑇∗)𝑥 = 0…………………………………………………………………………..(1) 

Since 𝑇 is normal, so is 𝜆𝐼 − 𝑇. Equivalently,  

‖(𝜆𝐼 − 𝑇)𝑥‖ = ‖(�̅�𝐼 − 𝑇∗)𝑥‖ for all 𝑥 ∈ 𝐻…………………………………………..…(2) 

 From these two arguments, (1) and (2); 

‖(𝜆𝐼 − 𝑇)𝑥‖ = 0 for 𝑥 ≠ 0 or (𝜆𝐼 − 𝑇)𝑥 = 0 for 𝑥 ≠ 0 

Therefore 𝑥 ∈ 𝜎𝑝(𝑇). 

This is a contradiction since 𝜎𝑅(𝑇) ∩ 𝜎𝑝(𝑇) = ∅. Therefore, 𝜎𝑅(𝑇) = ∅. 

Corollary 2.7 

If 𝑇 is a normal operator, then 𝜎𝑎𝑝(𝑇) = 𝜎(𝑇).  

Proof 

From Lemma 2.6 together with the definitions of 𝜎𝑎𝑝(𝑇) it implies that; 

𝜎𝑎𝑝(𝑇) ⊇ 𝜎𝑝(𝑇) ∪ 𝜎𝑐(𝑇) and since 𝜎(𝑇) = 𝜎𝑝(𝑇) ∪ 𝜎𝑐(𝑇) ∪ 𝜎𝑅(𝑇) 

Then the result follows by the above corollary. 

 

3. On a Direct Sum of a Quasinormal Operator  
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ZbigniewBurdak (2013), classifies an operator 𝑇 ∈ 𝐵(𝐻) as a quasinormal if 𝑇 commutes with 

𝑇∗𝑇 i.e. 𝑇(𝑇∗𝑇) = (𝑇∗𝑇)𝑇.  Quasinormal operators were first studied by Brown (1953) and it’s quite 

clear that quasinormal ⊃ normal and thus 𝑇 can be quasinormal but not normal as illustrated below; 

Example 3.1 

Let 𝐻 = 𝑙2 and 𝑇 be the unilateral shift given by the following matrix 

 

0
0

1

0 1

T

 
 
 
 
 
 
 
   

Then 

 

𝑇∗𝑇 = 𝐼 ⇒ 𝑇(𝑇∗𝑇) = 𝑇 = (𝑇∗𝑇)𝑇

 

Hence 𝑇 is quasinormal. However 𝑇∗𝑇 − 𝑇𝑇∗ = 𝑑𝑖𝑎𝑔 (1,0,0, … … . . ) hence 𝑇 is not normal. 

Notice that if 𝑇 is quasinormal so are the powers 𝑇𝑛for 𝑛 = 0,1,2, … ....Brown (1953), showed that every 

quasinormal operator can be written as a direct sum 𝑇 = 𝑁 ⊕ 𝑆  where 𝑁 is the normal part and 𝑆 the 

dilated shift operator associated with a positive operator. On the study of their spectra, the spectrum of  

𝑇 has an interior part. 𝑆 is actually a tensor product and thus 𝜎(𝑆) is a closed disk given by{𝑧: |𝑧| ≤ ‖𝑆‖}. 

If 𝑐 > 0, then  𝑐𝑇 where 𝑇, the unilateral shift illustrated in the example above is completely 

quasinormal with spectrum {𝑧: |𝑧| ≤ 𝑐 . Thus in conclusion, a compact set 𝑋  is the spectrum of a 

completely quasinormal operator 𝑇 if and only if 𝑋 = {𝑧: |𝑧| ≤ 𝑐}; for 𝑐 > 0. 

Lemma 3.2 

If 𝑇 is a (p, k)-quasihyponormal operator, then 𝑇 has the following matrix representation; 𝑇 = [
𝑇1 𝑇2

0 𝑇3
] 

where 𝑇1 is a p-hyponormal operator on  𝑅𝑎𝑛(𝑇𝑘̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ) and 𝑇3
𝑘 = 0. 

Furthermore, 𝜎(𝑇) = 𝜎(𝑇1) ∪ {0}. 

 

4. On a Direct Summand of a Quasi-*Paranormal Operator 

Definition 4.1 Arora and Thukral (1986) 

An operator 𝑇 ∈ 𝐵(𝐻) is said to be quasi-*paranormal if for each vector𝑥 ∈ 𝐻, ‖𝑇∗𝑇‖2 ≤ ‖𝑇2𝑥‖‖𝑥‖. 

We then state the following results; 

Definition 4.2   

Let 𝑇 ∈ 𝐵(𝐻)be a quasi-*paranormal operator, then for any scalar λєℂ:  𝑁𝑇(𝜆) = 𝑁𝑇(�̅�) 
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If we let 𝑁 = 𝑁𝑇(𝜆), then 𝑁  reduces 𝑇  and 𝑇  restricted to 𝑁  is normal. Furthermore 𝑁𝑇(𝜆)⊥𝑁𝑇(𝜇) 

whenever 𝜆≠ 𝜇. 

Theorem 4.3   

Let 𝑇 ∈ 𝐵(𝐻) be a quasi-* paranormal operator, then  𝑇 can be expressed uniquely as a direct sum 𝑇 =

𝑇1 ⊕ 𝑇2  defined on the product space 𝐻 = 𝐻1 ⊕ 𝐻2 such that the following properties are satisfied; 

 𝑇1 is normal 

 𝑇2 is a quasi-*paranormal and 𝜎𝑝(𝑇2) = ∅.  

Proof  

Let 𝐻1 =⊕𝜆∈𝜎𝑝(𝑇)
𝑁𝑇(𝜆), then 𝐻1 is spanned by proper vectors of 𝑇. Since 𝑁𝑇(𝜆), is a closed subspace, 

1H  is thus a closed linear subspace and therefore 𝐻 = 𝐻1 ⊕ 𝐻1
⊥= 𝐻1 ⊕ 𝐻2 where 𝐻2 = 𝐻1

⊥. 

Let 𝑇1 be 𝑇 restricted to 𝐻1 and 𝑇2 be 𝑇restricted to 𝐻2 .  

Therefore we can write 𝑇 = 𝑇1 ⊕ 𝑇2 uniquely. 

Let 𝑥 ∈ 𝐻1  then, 𝑥 = 𝑥𝜆 + 𝑥𝜇 + ⋯  where 𝑥𝜆 ∈ 𝑁𝑇(𝜆) and 𝑥𝜇 ∈ 𝑁𝑇(𝜇) etc. 

Therefore, 𝑇1
∗𝑇1(𝑥) = 𝑇1

∗𝑇1(𝑥𝜆 + 𝑥𝜇 + ⋯ ) = 𝜆𝑇1
∗𝑥𝜆 + 𝜇𝑇1

∗𝑥𝜇 + ⋯ = 𝜆�̅�𝑥𝜆 + 𝜇�̅�𝑥𝜇 + ⋯ = �̅�𝜆𝑥𝜆 +

�̅�𝜇𝑥𝜇 + ⋯ = �̅�𝑇1𝑥𝜆 + �̅�𝑇1𝑥𝜇+…..=𝑇1𝑇1
∗(𝑥𝜆 + 𝑥𝜇 + ⋯ ) = 𝑇1𝑇1

∗(𝑥) 

Hence 𝑇1  is normal. 

Let 𝑥 ∈ 𝐻2 , then 𝑥 = 0 + 𝑥 ∈ 𝐻1 ⊕ 𝐻2 . Since 𝑇  is quasi-*paranormal, then ‖𝑇2
∗𝑇2(𝑥)‖ =‖𝑇∗𝑇(0 +

𝑥‖ ≤ ‖𝑇3(0 + 𝑥‖‖𝑇(0 + 𝑥‖=‖𝑇2
3(𝑥)‖‖𝑇2(𝑥)‖ for all 𝑥 ∈ 𝐻 

Now suppose 𝜎𝑝(𝑇2) ≠ ∅, if  𝜇 ∈ 𝜎𝑝(𝑇2), then there is a non-zero vector 𝑥 in 𝐻2 such that  𝑇2𝑥 = 𝜇𝑥. 

Let 𝑇(0 + 𝑥) = 𝑇2𝑥 = 𝜇𝑥 = 𝜇(0 + 𝑥),  then 𝑥 = 0 + 𝑥 ∈ 𝑁𝑇(𝜇) implying that 

𝑥 ∈ 𝐻1. This is a contradiction since 𝑥 is non zero. Therefore 𝜎𝑝(𝑇2) = ∅. 

Proposition 4.4 (Wold decomposition), Faulkner and Huneycutt (1978) 

Every isometry is a direct sum of aunitary operator and a unilateral shift. 

Proposition 4.5 

An isometry is completely non normal (c.n.n.) or pure if and only if it is a unilateral shift. 

Proof 

This is trivially true from the inclusion 𝑢𝑛𝑖𝑡𝑎𝑟𝑦 ⊂  𝑛𝑜𝑟𝑚𝑎𝑙 

The following example clearly illustrates the above proposition. 

Example 4.6 

Let 𝐻 = 𝑙2, the space of all square-summable sequences and 𝐴 the right shift operator, 𝐴(𝑥1, 𝑥2, … ) =

(0, 𝑥1, 𝑥2, … ).  Then ‖𝐴𝑥‖ = ‖𝑥‖ for all 𝑥 ∈ 𝑙2. 

Since 𝐴∗ is the left shift operator, we have that 𝐴∗(𝐴(𝑥)) = 𝐴∗(0, 𝑥1, 𝑥2, … ) = (𝑥1, 𝑥2, … ) = 𝑥 
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On the other hand, we have 𝐴(𝐴∗(𝑥)) = 𝐴(𝑥2, 𝑥3, … ) = (𝑥2, 𝑥3, … ) ≠ 𝑥 

Thus 𝐴∗𝐴 ≠ 𝐴𝐴∗ implying that 𝐴 is not normal. Therefore a right shift operator is hyponormal but not 

normal (has no direct summand). 

Corollary 4.7 

If 𝐴 is a hyponormal operator and 𝜆 ∈  𝜎𝑝(𝐴), 𝑡ℎ𝑒𝑛 𝐾𝑒𝑟 (𝐴 − 𝜆) reduces 𝐴. 

Corollary 4.8 

If 𝐴 is a pure hyponornormal operator, then 𝜎𝑝(𝐴) = ∅. 

Lemma 4.9 

Let 𝐴 be a p-hyponormal operator for 0 < 𝑝 <
1

2
, then  𝐴  has a normal summand if and only if A  has a 

normal summand. 

Thus it can be shown that if 𝐴 is a p-hyponormal operator, then 𝐴 is normal iff A  is normal and the point 

spectrum of  𝐴 consists of normal eigenvalues. 

Lemma 4.5 

If 𝐴 is a pure p-hyponornormal operator, then 𝜎𝑝(𝐴) = ∅. 

Proof 

Suppose that 𝜎𝑝(𝐴) ≠ ∅, then since 0 ∈ 𝜎𝑝(𝐴), it implies that 0 is a normal eigenvalue of 𝐴. 

We may assume 0 ∉ 𝜎𝑝(𝐴).  

Let𝜆 ∈ 𝜎𝑝(𝐴),≠ 0 and let 𝑥 be an eigenvector corresponding to the eigenvalue 𝜆, then, 

(𝐴 − 𝜆)𝑥 = 0 imply that {|𝐴|
1

2𝑈|𝐴|
1

2 − 𝜆} |𝐴|
1

2𝑥 = 0 

⇒〈𝐴 ≙ 𝜆〉|𝐴|
1

2𝑥 = 0 implying 〈|�̂�|
1

2𝑉|�̂�|
1

2 − 𝜆〉 |�̂�|
1

2𝑥 = 0 and thus 〈𝐴 ≙ 𝜆〉|�̂�|
1

2|�̂�|
1

2𝑥 = 0 

That is 𝜆 ∈ 𝜎𝑝 ( A ) = ∅. Since A  is hyponormal, is a normal eigenvalue of A , Daoxing (1981). 

By lemma 4.5 above, it implies that 𝐴 has a normal direct summand hence a contradiction since 𝐴 is pure. 

Therefore, 𝜎𝑝(𝐴) = ∅. 

5. Conclusion 

Based on the basic notations and definitions in sections 1 and 2, as one of our main results 

concerning the spectrum of a normal operator, in Lemma 2.6, we showed that a bounded linear operator  

𝑇 is normal if 𝜎𝑅(𝑇) = ∅. This result was further extended in Corollary 2.7, where it was proved that if 

𝑇 is a normal operator, then 𝜎𝑎𝑝(𝑇) = 𝜎(𝑇).  

In section 3, by classifying an operator 𝑇 ∈ 𝐵(𝐻) as a quasinormal, evidently, it was shown that 

quasinormal ⊃ normal and in Example 3.1, we illustrated that the spectrum of  𝑇 can be decomposed as 
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a direct sum if 𝑇 is quasinormal but not normal. Here, we concluded that a compact set 𝑋 is the spectrum 

of a completely quasinormal operator 𝑇 if and only if  𝑋 = {𝑧: |𝑧| ≤ 𝑐}; for 𝑐 > 0. 

Following the definition of an operator 𝑇 ∈ 𝐵(𝐻)  being quasi-*paranormal by Arora and 

Thukral (1986), in Theorem 4.3, we proved that 𝑇 can be uniquely expressed as a direct sum 𝑇 = 𝑇1 ⊕

𝑇2   such that 𝑇1 is normal and 𝑇2 is a quasi-*paranormal with 𝜎𝑝(𝑇2) = ∅. In Proposition 4.5, using 

Example 4.6, we showed that an isometry is completely non normal (c.n.n.) or pure if and only if it is a 

unilateral shift. Consequently, in Lemma 4.5, it followed that for a right shift operator 𝐴, if 𝐴 is a pure p-

hyponornormal operator, then 𝜎𝑝(𝐴) = ∅. 
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