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QUESTION 1: (30 Marks)

(COMPULSORY)

a) Define the following terms as used in multivariate statistics.
i.  Multiple correlation [3mks]
ii.  Wishart distribution [3mks]
ii.  Hotelling T? distribution [3mks]
iv.  Principal component [3mks]
b) Define the coefficient of skewness and Kurtosis for a multivariate vector with a normal distribution
i.e. x~Np(u,X) [6mks]
c) Given that x~Np(i,Z), show that E(x —p)(x —p) =X [6mks]
. d) Show that the sample variance-covariance matrix § is given by .= iX’HX
where H = —~11' [6mks]
QUESTION 2: (20 Marks)
a) Given the multivariate density function x with the distribution x~Np(u,Z), obtain its moment
generating function [Smks]
1 1 1
b) Let the random variable x~N3(x,Z) withy' = (2 =3 1) and Z=|1 3 2|
1 2 2
Find the distribution of 3x; — 2x; + X3 [6mks]
¢) Show how a standardized P-dimensional normal variable y is obtained from a P-dimensional variable
x with mean u and covariance matrix Z [4mks]
1 p
d) Suppose x~N,(u, X) whereZ = (,0 1

Obtain the first and second principal components [Smks]




QUESTION 3: (20 Marks)

TS

a)

b)

c)

d)

State and explain briefly the three levels of measurements in a multivariate statistics [6mks]

Show that the mean of S is a bias estimator of X and hence give the unbiased estimate of T [4mks]

e—%(x—u)’z'l(x—u}

Prove that f(x) = ———, Where —oo <x; < and —co < py; <o0, i=12,..,pis a
|Z|2(2%)2

probability density function [5mks]

Suppose X~Np(u,Z), I >0, find the characteristic function (Qx(t)) of X [5mks]

QUESTION 4: (20 Marks) ™

a)

b)

c)

(=1

Given that x has a trivariate normal distribution with mean p' = (uy pg p3)andVar(x;) = of and

Cov(x;, ;) = pijoio; 1 #j=12.3

Show that the matrix of partial regression coefficient of x4 given x; and x3 is

__ 91 (P12~ P13Pz3

812_3 = . (-—__l—p%_?, ) [smkSI
Suppose X~N,(1,Z),Z >0 and y is given by y = ax

Find the characteristic function of y and show that y~Np(a'w, a'Za) [8mks]

Suppose X~N,(u,Z), L > 0. Show that @ = (X — )’ 271(X — ) has a x2- square distribution with

p degrees of freedom

QUESTION 5: (20 Marks)

a)

b)

[7mks]

Show that if V1~Wp(2,n1) and V2~Wp(2, le) then, V1+V2""’Wp(2,n1 +n2) if V1 and Vz are
independent and hence give the general V; + V, 4 -+ + Vi, Wishart distribution [4mks]

Xl . 5 % 2 . x1
letX = have a multinomial distribution where X; = x; and X = ( )
Xz X2

-3 7
Let also p = ( 1 ) be the mean vector and L = (3
4 2
compute
i E(X1X2)
ii. VaT(X1|X2)

: . : X1
Given that in part (a) above, if X; = (xz) and X, = xs.

i E(XlX2)
i.  Var(X,1X3)

3 Z
4 1
1 2

Find

) be the variance-covariance matrix

[4mks]
[4mks]

[4mks]
[4mks]



