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The Role of Virtualization towards Green
Computing and Environmental Sustainabllit

Vincent M otochi, Samuedl Barasa, Patrick Owoche, Franklin Wabwoba

Abstract— The environment has become a key concern by
the entireworld and global warming isincreasingly attracting
attention in many conferences. M oreover, energy usage in data
center s has become a concern bearing in mind the fact that the
more energy is used in data centers, the more it affects the
environment with emissions, which eventually cause global
warming. This paper studiestherole of virtualization towards
green computing and environmental sustainability. Server
virtualization is emerging as the prominent approach to
consolidate applications from multiple applications to one
server, with an objective to save energy usage. This research
identified the virtualization environments, identified green
computing environments, and then established how
virtualization could be used to attain environmental
sustainability. This paper was developed on an experiment
design. The researcher reviewed an empirical experiment to
investigate how server virtualization affectsthe energy usagein
physical servers. Through this analysis, the researcher
identified a fundamental trade-off between the energy saving
from server consolidation and the detrimental effects (e.g.,
energy overhead and throughput reduction) from server
virtualization. This paper found out that a server consumes a
substantial amount of energy when idle thus the importance of
consolidation. Secondly the energy overhead depends on the
type of hypervisor used and the application architecture.
Thirdly for a given traffic load, the energy cost can be
minimized by launching an optimal number of virtual
machines. The analysis and review results show that
virtualization brings substantial energy savings, promotes
green computing and would be a clear methodology to conserve
the environment in the technology world today. Therefore,
green computing is a well balanced and sustainable approach
towards the achievement of a greener, healthier and safer
environment without compromising technological needs of the
current and future generations.

Index Terms— green computing, virtualization, energy
usage, environment

. INTRODUCTION

Green computing has come out and made ICT to reshap
in terms of technologies implementations. Accordinflip
green computing is (i) the systematic application
ecological-sustainability criteria to the design, producti

ICT infrastructure in order to reduce ICT, business process
and supply chain related emissions, waste and water use;
improving efficiency and generate green economic rent.

Over the vyears, information technology (IT) has
fundamentally altered our work and life and improved our
productivity, economy and social well-being. Today,
Enterprises, governments and societies at large haesva
important agenda: tackling environmental issues and
adopting environmentally sound practices. IT has been
contributing to environmental problems, which most peopl
do not realize. Computers and other IT infrastructure
consume significant amounts of electricity, which is
increasing day by day, placing a heavy burden on our ielectr
grids and contributing to greenhouse gas (GHG) emissions.
It has been demonstrated that, by optimizing the datrcen
operations via virtualization, up to 20% of energy
consumption can be saved in data centers [2].

We can exploit the power of IT in innovative ways to
address mounting environmental issues [3], [4] and make our
IT systems- and their use greener. Therefore, there is need
to redesign our data centers by using technologies such as
virtualization with a view of leveraging on the reduntiof
energy usage and subsequently reducing emissions of gases
into the air that affect the environment globallp. dddress
the various issues such as resource management in both
software and hardware levels to reduce energy consumption.
Overload and under load of system is also one of the
phenomenon for energy loss [5]. According to [6], the recent
studies reveal that the ideal system consumes 70% of energy
The virtualization technology is to resolve those fewots
[7]. The performance optimization, energy saving, load
balancing and on demand resource allocation can be
achieved by using good resource management scheme [8].
Virtualization is seen today as a solution to some
environmental issues being raised and therefore catitrip
towards environmental sustainability.

Data centers are plagued with thousands of servers

Q?erforming the processes for businesses and end users to

acilitate and accomplish large business goals. In sogdoin
these servers remain almost 90% idle most of the time

sourcing, use and disposal of ICT technical infrastructyre (iberforming nothing but utilizing huge energy and generating

as well as within the human and managerial componénts
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dhormous amount of CO, that is hazardous for
environmental sustainability. The carbon dioxide sottehi
contribute towards global warming. There was need to
develop strategies, policies or frameworks for data ceste
that they can cope up with ever growing demands from
businesses sustainably.
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This paper therefore evaluated the impact of virtuabradin applications. Other than application development, Cloud

environmental sustainability. platforms also allow the deployment of user applications
on Hybrid Cloud. In this case, to achieve maximum energy
II. LITERATURE REVIEW efficiency, the platforms profile the application andidec

) o . which portion of application or data should be processed in
The practice energy efficiency and green data center sy, ,se and in Cloud.

gathering _m_ome_:nt_um as Ke_nyan orgamzatlons_ have3) laasS level: Providers in this layer plays most ciuocia
started realizing its importance in energy conservatiah

sustainable development. The practice is applied to new
technologies that can help in cutting down data center

energy costs and in saving energy, which is synonynaous t s_upport qther Services off_ered by Clouds. By using
saving money. In fact, it has a big role to play in réuyc virtualization and consolidation, the energy consumption

power consumption in the data centre [9]. is further reduced by switching-off unutilized server.

Various energy meters and sensors are installed to
Virtualization is a technology that has been theresfone calculate the current energy efficiency of each laaS
time. This concept was firstly introduced by IBM in the providers and their sites. This information is advetis
1960s to provide concurrent, interactive access to aregularly by Cloud providers in Carbon Emission.

mainframe computerIBM 360, which supports many Green IT, also known as green computing, is the study
instances of OSs running on the same hardware platformgp,q4 practice of designing, manufacturing and using

[10].

in the success of whole Green Architecture since leab
not only offer independent infrastructure services baa al

computers, servers, monitors, printers, storage deaimbs
Virtualization technology supports multiple OS’s running networking and communications systems efficiently and
on a single hardware platform, and provides a convenientéffectively, with zero ~or minimal impact on the
means to manage the OSs. The OS and application€nvironment [13], [9]. Green IT is also about using IT to
running on the virtualization management platform are support, assist and leverage other environmental
considered as VMs [11]. Server virtualization has become initiatives and to help create green awareness [13]. Thus,
popular in data centers since it provides an easy mesthani  green IT encompasses hardware, software, tools, seategi
to cleanly partition physical resources, allowing mu#tipl and practices that improve and foster environmental
applications to run in isolation on a single server. It sustainability. Green Computing [14] is defined in various
categorizes volume servers into different resource poolscontexts, environmentally, socially and politicallythwi
depending on the workloads they perform, and then serverrespect to effective and efficient use of energy tdexeh
consolidation is applied. This technique decouples competitive advantage in terms of an energy-cost saving
softwares from hardware and splits multiprocessor server strategy, and reduction to carbon emission/footprints,

into more independent virtual hosts for' better unlumnf recyclability, biodegradability, and minimal impact tet
the hardware resources, allowing services to be distdb environment

one per processor. In server consolidation, many small .
per p y Advantages of Green Computing

physical servers are replaced by one large physicarserv Reduced ¢ i
increase the utilization of expensive hardware resources *R€ uge energy usage rom green com'pu'lng
techniques translates into lower carbon dioxide

reducing the consumption of energy and emissioG@f i ! e
[12]. emissions, stemming from a reduction in the

fossil fuel used in power plants and
transportation.

e Conserving resources means less energy is
required to produce, use, and dispose of products.

e Saving energy and resources saves money.

e Green computing even includes changing
government policy to encourage recycling and
lowering energy use by individuals and
businesses.

¢ Reduce the risk existing in the laptops such as
chemical known to cause cancer, nerve damage

The following virtualization technologies are avaikabl

1) SaasS Level: Since SaaS providers mainly offer soéiw
installed on their own data centers or resources fea8
providers, the SaaS providers need to model and measure
energy efficiency of their software design, implemeoitat

and deployment. For serving users, the SaaS provider
chooses the data centers, which are not only energy
efficient but also near to users. The minimum number of
replicas of user’s confidential data should be maintained
using energy-efficient storage.

2) Paas level: PaaS providers offer in general theoptatf

services for application development. The platform and immune reactions in humans.
facilitates the development of applications, which eesur ~ Green IT benefits the environment by improving energy

system wide energy efficiency. This can be done by efﬁciepcy, lowering GHG.emissions, using Ies; harmful
inclusion of various energy profiling tools such as Materials and encouraging reuse and recycling. Thus
JouleSort. It is a software energy efficiency benctkmar 9réen IT includes the dimensions of environmental

that measures the energy required to perform an externapustainability, the economics of energy efficiencyl dme
sort. In addition, platforms itself can be designed teehay (Ota! cost of ownership, which includes the cost gbossl

various code level optimizations which can cooperati wi and recycling. Increased awareness of the harmful &ffect

underlying complier in energy efficient execution of ©f GHG emissions, new stringent environmental
legislation, concerns about electronic waste disposal
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practices and corporate image concerns are drivingreduces the data center’s energy demands. Many

businesses and individuals to go green. enterprises are using virtualization to curtail the huge
Green IT is an economic as well as environmental energy consumption of data centers. In order to tackle the
imperative. And, as many green advocates will attest, i  issue of d& centers’ huge power consumption, leading IT

our social responsibility as well [9]. The imminent enterprises formed a non-profit group called the Green
introduction of more green taxes and regulations will Grid in February 2007. This group has the responsibility to
trigger a major increase in demand for green IT products, define and propagate the best energy-efficient practices i
solutions and services. Hence a growing number of IT data center operation, construction, and design, and drive
vendors and users have begun to develop and offer greemew user-centric metrics and technology standards.
IT products and services. As business and governments try Rather than a single hardware machine supporting a
to balance growth with environmental risks, we wi#l b  single OS, that in turn hosts a single server applicatio
legally, ethically and/or socially required to ‘green’ our IT (Web server, mail server, etc.), a virtualized system
products, applications, services and practices. enables a single hardware machine running a single OS to
The energy efficient and green data center is gatheringhost multiple virtual machines, which may or may net b
momentum as organizations have started realizing itsrunning the same OS. This leads to a single host machin
importance in energy conservation and sustainablerunning multiple virtual machines. Virtualization presents
development. It is applied to new technologies that can the opportunity to scale the service provision withoata
help in cutting down data center energy costs and ingavin centre, make far more efficient use of hardware ressurc
energy, which is synonymous to saving money. lthagab reduce running costs and reduce energy consumption.
role to play in reducing power consumption in the data Hence, it proved to be a breakthrough technology in data
centre [9]. centre IT infrastructure design, enabling a far more
To foster green IT, we should understand the following efficient use of resources with a much reduced impact in
issues: What are the key environmental impacts arisingterms of energy consumption.
from IT? What are the major environmental IT issued th Virtualized cloud data centre environments introduce a
we must address? How can we make our IT infrastructure,number of operational degrees of freedom not possible in
products, services, operations, applications and practicedraditional data centres. Firstly, applications hosted i
environmentally sound? What are the regulations or virtualized cloud data centres run on virtualized OSg, tha
standards with which we need to comply? How can IT is, the OS does not run on the bare metal but is neetiat
assist businesses and society at large in their ®ffort  through a virtualization hypervisor. The practical dffsc
improve our environmental sustainability? that applications are no longer bound to a physical host
Lower carbon emission is expected in Cloud computing and can be moved around within a pool of servers to
due to highly energy efficient infrastructure and reduction optimize the overall power and thermal performanchef t
in the IT infrastructure itself by multi-tenancy. Theyke pool. Secondly, the loose binding between applications
driver technology for energy efficient Clouds is and hosts allows treating a group of hosts as pooled
“Virtualization,” which allows significant improvement in resources, allowing optimizations as a group that wetre no
energy efficiency of Cloud providers. Virtualization i€th  possible with individual machines, such as powering down
process of presenting a logical grouping or subset of some equipment during low demand.
computing resources so that they can be accessed in ways
that give benefits over the original configuration. By [ll. METHODOLOGY

consolidation of underutilized servers in the form of The research study used qualitative approach to conduct
multiple virtual machines sharing same physical server ghis research. This included reviewing a published paper
higher utilization, companies can gain high savingsén thhased on an empirical finding from an experiment and other
form of space, management, and energy. According to [§Japers relating on virtualization in relation to enenggge
the recent studies reveal that the ideal system corssumgq green computing.
70% of energy. The virtualization technology is to resolv A physical setup experiment was designed and
those problems [7]. The performance optimization, energiplemented, which consisted of three identical serasrs
saving, load balancing and on demand resource allocati@own in Figure 1 below. The machines under test were
can be achieved by using good resource managem@idpur 3060 servers, each of them contained a quad-core
scheme. Intel 2.13 GHz Xeon processor, 2 GB RAM, 500 GB hard
Virtualization is a major strategy to reduce data centefisk and 1 Gigabit Ethernet card. All of them were cotete
power consumption. In virtualization, one physical serveg 3 test intranet over a D-link GDS-1024T 1000 BEse-
hosts multiple virtual servers. Virtualization enatesa  switch. Kill-A-Watt power meters, with a standard acayr
centers to strengthen their physical server infrastrady  of 0.29, measured the energy usage of each server. CentOS
hosting multiple virtual servers on a smaller number of g-final- x86 64 with Linux kernel 2.6.18 was used as our
more powerful servers, using less electricity anghs platform for both host and guest systems. Xen 3.0.3 and
simplifying the data center. Besides getting much bett@\/m 83 were installed on server B and C respectively. The
hardware usage, virtualization reduces data center flogiest virtual machines were allocated with 4 VCPUs, 512
space, makes better use of computing power, and greaj{g RAM and 50 GB image. All the software parameters
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were left intact.
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Experimental Setup: 3 configured systems, a non-virtualized server, a Xen-virtualized server, a KVM-virtualized server

Figure 1: Physical experiment setup for three idensienlers
overhead. The rest energy overhead for the KVM-based
The experiment was controlled by another computeserver could also be attributed to the large memoryffiit
which was also connected to the intranet as a nrototo in KVM, as indicated by the results of memory testlia).
obtain the benchmarking time, the energy and power

. . . B. Local Calculation Benchmark
consumption. And each server was responsible for gatheri i ]
its average CPU usage. Observations on them are given as follows.

The test begun by collecting background energ§inding (c): The virtualized server could consume less

consumption when all the servers were idle. Followireg,ta  €N€ray than the physical server does. Specificallynhe
set of local and network traffics were launched tosstil instances are executed (the instance number is ondmaore

three servers. Detailed test cases were explained below the number of CPU-cores), the energy overhead was negativ
for Xen-based servers, as the valley point.
IV. FINDINGS Such an observation could be understood as the inter-play
. . - - between the concurrent processes and the CPU cores in a
This section presents findings on the objectives as per

multi-core server. For the physical server, we olesénat 4

reviewed desktop research and the empirical findings frolrrqstances were finished first and the last instanas w

]tchedexpentmle'nts. r:twewed, which further generalize a fec%mpleted much later. This was further verified by the
undamental Insights. observation that the CPU usage maintained nearly 100%
A. Impact of Virtualization on Environmental until the first 4 instances were completed, and aftetsvér

Sustainability: Empirical Experiment Findings dropped to around 25%. In comparison, in the virtualized

Servers were configured for a simulation experiment &grvers, all the instances were completed almoseasdme
per the first setup when idle and when they were executitifne. The CPU usage on the Xen-based server maintained a
requests and findings recorded. a high level of 99.8%, compared to 87.7% for the physical

Finding (a): All the servers consumed the same pow&erver. In this case, the Xen-based server, eitheingr2 or
(about 2.8W) when turned off, but plugged into the powe? VMs, took around 10% less time and consumed 11% less
supplies. energy than that of the physical server. For the Kivdded

Finding (b): When servers were turned on but active VMgerver, the advantage of the CPU scheduler was revieysed
stayed idle, the power consumption on different servetge extra penalty of hypervisor in most cases, exceghto
varied from each other. The power consumed by tif@se when 2 active VMs were configured, resulting in a
Xen-based server and the physical server were althest aving of 2% energy than the physical server. This fopdin
same. In particular, 63.1W (3 active VMs) and 63.0W (8uggested that, if there was no binding between running
active VMs) of power was consumed by the Xen-basd¥ocesses and CPU-cores, native operation system cannot
server, which was 0.47% and 0.32% more than 62.8{uly take advantage of multi-core architecture; in casttr
consumed by the physical server. While the KVM-base¢rtualized systems, based on either Xen or KVM, was &
server incurred a much higher overhead, consuming 70.10@rtition computing resources into smaller pieces toeaehi
(11.6% overhead) for 3 active VMs and 68.8W (9.55%e€tter resource allocation across active VMs to saeggy.
overhead) for 2 active VMs. Moreover, the power usage of Finding (d): The KVM-based server consumed more
the KVM-based server fluctuated within a wider range. ~ energy than that of the Xen-base server. For examplen

The Finding (b) could be explained by the different impadirocessing 7 parallel tasks, 2 KVM VMs consumes 5.4%
on CPU and RAM usage by Xen and KVM. The CPlenergy more than that based on 2 Xen VMs, and the gap
utilization of the idle physical server was generadssithan reaches 23% between 3 KVM VMs and 3 Xen VMs. It was
0.3 %, compared to 0.7-0.8 % for the Xen-based server, dpFause the KVM hypervisor consumed more CPU cycles
0.8%-2.6% for the KVM-based server. The extra CPU usag&d occupied higher memory footprint, compared to the Xen
of virtualized servers accounted for a portion of thergn hypervisor. The additional requirement translates irgbér

www.ijarcet.org 854



International Journal of Advanced Research in Computer Engineering & Technology (IJARCET)
Volume 6, I ssue 6, June 2017, | SSN: 2278 — 1323

energy consumption. took certain memory. The maximum number of requests that
Finding (e): The number of active VMs affected the energygould be served simultaneously was thus proportional to the
usage for the KVM-based server. Particularly, wheamount of available resources. For the case of K\ié, t
configuring 3 active VMs, the KVM-based server consumeextra memory footprint shrinks the amount of available
more energy than that consumed by 2 active VMs configur@demory for request serving.
on the same server. This could be attributed to thopiémt Finding (i): The marginal power consumed by the server
Lock Holder Preemption (LHP) mechanism, investigated bynder different load conditions was limited, compared ¢o th
[14]. A guest VCPU in the KVM-based server may bgower consumed when the server was idle. Specificaldy, t
preempted when the host de-schedules the VCPU threadsaddtlitional power consumed by the server under different
the preempted VCPU was running in a critical section, tHevel of networking requests was at most 37.3% agaiest th
lock will be held a certain time from the perspectifehe@ idle state, and the maximum additional power consumption
guest VM. The probability of LHP was higher with morefor the local computation benchmark was 57.6%. Moreover,
active VMs. Once LHP occurs, CPU resources were simpiiye marginal power consumption was highly correlated with
wasted in the lock holding period, which in turn increasethe CPU usage as observed. As a result, the experiment
the task completion time. So the average power consumptieerified a previously power consumption model for the
for the KVM-based server with 3 active VMs was thedet, server, in which the power consumption of the sereetdc
but the task completion time was the longest. be viewed almost as an affine function of CPU usagetéh

idle power consumption as the y-intercept [15].
C. HTTP Request Benchmark Finding (j): The energy overhead for virtualized servers

Results as recorded from the server application setup afids expansive, where when plotted the lines are curved by
energy consumption based on the architecture. one degree polynomial fitting based on the power

Finding (f):  The virtualization — overhead for .,qmption of different configurations, the power gap
network-intensive traffic was much larger than that f o een the baseline and the virtualized serversotbrXen
computing-intensive traffic. For the Xen-based sertiee, 5 KM increases as the throughput increases, befere th
energy overhead for computing-intensive traffic was legy,yimum throughput of the KVM-based server is reached.
than 5%, while the overhead for network-intensivefitraf When no network traffic occurs, the gap between Xen and
could rise up to 70%. baseline is around 1% (0.8 Watt), and the gap between the

The same situation happened to the KVM-based servghyy1_pnased server and the baseline server is approximately
The cause of this finding is at least two-fold. Firfl, 140, (5 9 Watt). When the throughput grows to 10000 regss,

networking traffic, the CPU usage of virtualized serves Warhe gap becomes 15.2% (10.8 Watt) for Xen and 11.2% (7.9
much higher than that of the native server; whileléoal Watt) for KVM.

computing tasks, the CPU usages of all the servers were
almost equal. That difference suggests that dramatic CPU V. DISCUSSION

cycles were budgeted for VFR/VIF in Xen or TUN/TAP in In thi i . hes h b odi
KVM. Second, according to (Uhlig, et.al 2004) the n fhis Section, various researcnes have been ranewe

probability of Lock Hold Preemption (LHP) for 1/O- intewsi compgred and analyzgd including the empirical findings
. . . described by the experiment setup.
workloads was 39% for virtualized server. The high . . . o
Objective: To evaluate the impact of virtualization on

frequency of LHP translated into high energy cost. : tal tainability. Based the obiedtind
Finding (9): The energy overhead for the virtualized server vronmental sustainability. based on the objecieer

was correlated with the number of active VMs. For Bvac study the resegrcher deduced the foIIowmg:'

. The server is still far from energy-proportional. Tidke
KVM VMs, the energy overhead was around 1.5 times imately two thirds of th
higher than that for 2 active VMs; similarly, 3 actiXen SEIVEr EVen consumes approximately two thirds of theggne

VMs consumed almost twice overhead of that for 2 activvé/hen its computing resource is fully occupied. As a result,

VMs. Moreover, the gap for the KVM-based server is bigh will .be advantageous to consolidate gppllcanons from
: multiple servers to one and turn off those idle seriesave
For example, in the case of 15,000 reg/s, the overhead ga

between 3 active VMs and 2 active VMs for KVM was more . . .
The virtualized server in general consumes more energy

than 80%; while it was around 20% for Xen. than the phvsical d Th head f
Finding (h): The network throughput for the KVM-based .an ) € physica s.erver 0€s. € energy over .Pfa .or
. . wguahzed servers increases as the resource utdizati
server reached its maximum between 10,000 reqs/s an

15,000 regs/s. When the reguest rate was 15,000 reqs/s,'ﬂmcéeases' When the virtualized servers are idle, iXemrs

0 .
KVM -based server took longer time to complete the task ah ?rly 1% energy overhead, and' KVM contributes a’lround
o extra energy cost. For networking benchmark, Xen’s

thus consumed more energy, compared to the case of 10,6 6

. ) . wrtual firewall router, virtual network interface, amittual
regs/s. As a comparison, the task completion time aed t . .
energy cost for the physical machine and the Xen-basgy nt mechanism add an energy overhead ranging from
S. % to 70.2% for different workloads and VM

server monotonically decreased as the request ratasea . . .
configurations; and KVM’s Linux kernel based virtual

up to 15,000 req/s. . . . :
pThis observa?ion was largely due to the extra memornetwork bridge and x86 VTx invoking results in an energy
y verhead between 59.6% and 273.1% for various

footprint for KVM. In Apache server, each serving reques o . .
P P greq combinations of configuration and workload.
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Energy saving could be achieved by launching amsage and making data centers green. In the long run it
optimum number of virtual machines. During measuremertpnserves the environment by reducing the amount oggase
the virtualized server with 2 active VMs consumes lesemitted into the atmosphere because the gases cauak glob
energy than the one with 3 active VMs. Specificallyowt warming effect.

20% energy for KVM and 15% energy for Xen on average Therefore, to promote green computing and
could be conserved for all cases under networkingnvironmental sustainability, virtualization has egeg as
benchmark, by migrating tasks from one VM to another arone of the most important design requirements for modern
turning off the idle VM. computing systems, such as data centers, as they cotdinue

When a multi-core server is running multi-processonsume enormous amounts of electrical power. Apart from
applications, the physical machine could consume mohegh operating costs incurred by computing resources, this
energy than virtualized servers. It is due to a lack ef tHeads to significant emissions 60, into the environment.
multi-core optimization in the physical machine. Whitgdh  For example, currently IT infrastructures contribute about
Xen and KVM are able to distribute physical CPU corés in 2% of total CO, footprints. Unless energy-efficient
virtual CPU cores, avoiding starvation. This demonstrate techniques and algorithms to manage computing resources
essential advantage of virtualization in improving reseur are developed, ICT’s contribution in the world’s energy

utilization. consumption an@0O, emissions is expected to rapidly grow.
With regard to the above findings from the empiricallhis is obviously unacceptable in the age of climagnge
experiment, the researcher would summarize that: and global warming. Thus it is clear from the reseataldy

i. The energy usage in data centers can be reducedthst virtualization plays a significant role in ensgrigreen
virtualization for example by consolidating applicationcomputing and subsequently environmental conservation
from multiple servers to one server and shutting dowand sustainability as envisaged by the second thentesin t
the rest. This is based on the observation of theepowsecond millennium goals.
consumption model for native server.

ii. On the other hand, for the virtualized servers, tlaeee  VII. RECOMMENDATIONSAND WAY FORWARD: CASE OF
two detrimental effects would hamper the energy KENYA

efficiency. First, the hypervisor introduces a poténtia QObjective: To evaluate the impact of virtualization on
energy overhead over the physical machine, hvironmental sustainability. Based on the objectineer
occupying system resources for its execution. Thigudy the researcher made recommendations and way
overhead is expansive as a function of the ‘goodput’,  forward with regard to Kenya as both a technological an
which denotes the portion of computation capabilitiegnvironmental hub:
used for support applications. Second, the maxi- mum |n Kenya, there is a shortage of electricity or posed the
supportable goodput for virtualized server is reduce@overnment is improvising techniques to inject another
compared to its native server. The combination adeéhe5000kwatts. However, KenGen and Kenya Power and
two detrimental effects would offset the energy beréfit |_jghting Company are not taking any initiatives to advecat
server consolidation. Moreover, the impact of theSﬁ)r better means of power usage to save some energy.
detrimental effects also depends on the type ®oreover, it is not doing enough to educate its citiz#ribe
hypervisor chosen. dangers of environmental changes and global warming

iii. There are many other upcoming technologies based @ich reduces rainfall and eventually increases foagrigc
virtualization (application development, migration,Our country relies heavily on rain fed agriculture, yes t
metrics and algorithms, CPU design and many othehvironmentalists proclaim that today rainfall unlilester
designs) are key to reducing energy use and gre@dars is so unpredictable. This unpredictability has very
computing. adverse effects to the citizens more so those living

iv. This fundamental tradeff dictates how server Northern, parts of Eastern and other arid and semiaaeias
consolidation should be designed for green data centegs. Kenya. Similarly, in the technological world, the
Specifically, the decision of server consolidationusto government should start creating awareness such tHatas
balance those two competing forces, to reduce the eneg@hters are being developed, they consider designing them

usage by data centers. using virtualization. This would go a long way in promgtin
green data centers, which would reduce energy intake and
VI. CONCLUSION reduce emission of global warming effect gases to the

In this paper the researcher reported an empirical study eavironment. By so doing this would conserve the
the impact of virtualization and other published papers cenvironment and put it to sustainable levels with other
energy efficiency and towards promoting green computing #ountries. Based on the researcher and researchedsircit
attaining ICT development and second phase of thhis paper the following would be recommended for further

Millennium Development goals. research:

Objective: To evaluate the impact of virtualization on e For designing the holistic solutions in the
environmental sustainability. Based on the objectinder scheduling and resource provisioning of
study the researcher deduced the following: That applications within the datacenter, all the factors
virtualization is a key technology towards reducing energy such as cooling, network, memory, and CPU
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should be considered. For instance, consolidatigenvironment, 1JRET: International Journal of Research igireering and

. . Technology.
of VMs even though effective technique to [9]Murugesan, “Going Green with IT: Your Responsibility Toward

minimize overall power usage of datacenter, alsenvironmental Sstainability,” Cutter Business - IT Strategies Executive

; ; ort, vol. 10, no. 8, 2007.
raises the issue related to necessary redundarﬁf&{’m] Rivoire S. Shah MA. Ranganathan P (2007). A babreeergy

and placement geo-diversity required to befficiency benchmark.” Proceedings of the ACM SIGMOD International
maintained to fulfill SLAs with users. COFEEHEE on '\Sflan:gemeth Owata- 3. (2011). Loss oPtigoomb
- eng, S., Huang, J., Wang, J. . Loss oPthigcomb group
e Lastbutnotthe least, the reSponS'b'“ty also goes Bene polyhomeotic inducesnautonomous cell overproliferation.
both providers and customers to make sure that[12] Mueen U, Azizah AR (2010). Server consolidation:Approach to
emerging technologies do not bring irreversibl ake Data Centers Energy Efficient and Green. Int.iJE8g. Res. (IJSER),

( _ 1): 1-7.
changes which can bring threat to the health Of( [13] Murugesan, San, "Harnessing Green IT: Principlesaadtices,” I T
human society. Deploy the datacenters nedjrofessional, vol.10, no.1, pp.24,33, Jan.-Feb. 2008

bl d imize the G [14] Pushtikant Malviya, Shailendra Singh “A Study about Green
renewabie energy_source_s and maximize the re%anputing”, International Journal of Advanced Research in Computer Science
energy usage in their

already establishednd Software Engineering, Volume 3, Issue 6, June.2013
; ; [15] X. Fan, et al., Power Provisioning for a Warehasised Computer.
datagenters. Before addlng new t_eChnOIOgleS Su?nr.lProc. of the ACM Int’l Symposium on Computer Architecture, 2007.
as virtualization, proper analysis of overhead [i6] Ching-Hsien Hsu, KennD.Slagter, Shih-Chang Cher Y@hinh
should be done real benefit in terms of energ hung, Optimizing Energy Consumption withsk Consolidation in Cloudl,
. . nformation Sciences, No. 3, March 2014.
efficiency.

e This paper also proposes the development of a
Green IT framework that would use virtualization

technology as basics for implementing energy r. Buyya, R. Ranjan, and R. N. Calheiros, “Modeling and simulation of

efficient data centers. The framework shouldcalable cloud computing environments and the Cloud8alkit: Challenges
id . . ¢ uti to the dat t and opportunities,” in Proceedings of the 7th High Performance Computing and
provide an imminent solution 10 € data Centejnjation Conference (HPCS 09). IEEE Press, NY, USA, 2009

managers to improve the performance of their Carlo Mastroianni, MichelaMeo, and Giuseppe Papuzzo,l Probabilistic
ot ; ; nsolidation Of Virtual Machines In Sélfsganizing Cloud Data Centersl,

existing data center by |mplement|ng the prOposeEJEE Transactions On Cloud Computing, Vol. 1, No. Z-lecember 2013.

Green IT framework. It would also help them to  jche, etal., Asynthetical performance evaluatio®pén VZ, Xen and

reduce the emission of GHG so that g|0ba||(V|\/|. IEEE Services Computing Conf., China, Dec, 2010.

. ffect b liminated d d IBM Corp., IBM System Virtualization. http:/publib.bouldém.com-
warming €riects can be eliminatéd or reauced. 9 focenter/eserver/vir2/topic/eicay/eicay.pdf, De®20

should also provide a set of green metrics to be P. Barham, et al., Xen and the Art of VirtualizationPiroc. of the 19th

; ; M symposium on operating systems principles, De6320
Implemented in data centers to measure th%:A. Kivity, et al., kvm: The Linux Virtual Machine Mutor. In Proc. of the

performance in terms on energy efficiency an@inux symposium, Ottawa, 2007.

CGO, emissions. The proposed Green IT framework X.Fan, etal., Power Provisioning for a Warehousedstzemputer. In Proc.
would helo IT business enterprises specificall of the ACM Int’l Symposium on Computer Architecture, 2007.
P p p y L. Cherkasova et al., Comparison of the three CPU sabresdin Xen.

data center industry to follow up and implement &igmetrics Performance Evaluation Review 35(2): pp. 42607.
virtualized Green IT framework, to save huge d)_(gnhc(rjecliit-Based CPU Scheduler, http://wiki.xensourcexemwiki/C-
. editScheduler
amount of energy and at the same time reduce theéw. jiang, et al., CFS Optimizations to KVM Threads Malti-Core
CO, emissions, which ultimately reduces g|obaEnvironment. 15th Int’l Conf. on Parallel and Distributed Systems, 2009.
Warming effects A. Menon, et al., Diagnosing Performance OverheadhénXen Virtual
: Machine Environment. 1st ACM/USENIX Conf. on Virtual Exéon

Environments (VEE’05), Jun, 2005.

P. Bohrer, et al., The case for power management insemfers. Power
Aware Computing, 2002.

W. Jiang, et al., CFS Optimizations to KVM Threads Maulti-Core
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