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QUESTION ONE (30 MARKS)
(a) Define the term moment generating function (1 mk)

(b) State the relationship between a CDF and PDF as used in probability theory (1 mk)
(c) Given a probability distribution function

fx) = {gx o< x <1

elsewhere
Find
(i) Median (2 mks)
(1) Inter quartile range of the density function (4 mks)
(d) For a chi-square distribution with r degree of freedom and its distribution density given as;

1 I F3

iy = {W

xz.e 35 x>0

0, elsewhere

Show that moment generating function,

m(t)=(1 — 2¢)~""2, hence or otherwise find E(x) and Var(x). (10 marks)

(e) Let X and Y be two random variables each taking three values — 1, 0 and 1, and having the
joint probability distribution

X
- 0 1 Total

-1 0 0.1 0.1 0.2

i 4 0 0.2 0.2 0.2 0.6

1 0 0.1 0.1 0.2

Total Total 0.2 0.4 0.4 1.0
(1) Show that X and Y have different Expectations (2 mks)
(ii) Prove that X and Y are uncorrelated (3 mks)

(iii)  Given that Y = 0, what is the conditional probability distribution of X(3 mks)
(iv)  Find Var(Y| X=-1) (4mks)
QUESTION TWO (20 MARKS)

Three coins are tossed. X denotes the number of heads on the first two coins, Y denotes the
number of tails on the last two coins and Z denotes the number of heads on the last two coins.
Required, find;

(a) The joint distribution of (i) X and Y (ii) X and Z

(b) The conditional distribution of Y given X =1

(©) EZIX=1)

(d) The correlation coefficient between X and Y




QUESTION THREE (20 MARKS)

(a). For a gamma distribution with parameters « andf;
I'(a) = f: y“ledy with y =—;— where >0

Show that moment generating function is
1

(-4

Hence or otherwise using the moment generating function, find the Var(x). (12 marks)

(b) Given that X~Exp(B) i.e. f(x,B) = %e /8, x>0. Find the moment generating function

of the distribution and hence it’s mean and variance. (8 marks)

m(t) =

QUESTION FOUR (20 MARKS)

(a) Two random variables X and Y have the following joint probability density function

2= =y ok x5 1, c<y=<1
flay) = { 0o atherwise
Find
(i) Marginal probability density functions of X and Y (3mks)
(ii) Conditional density functions (3mks)
(iii)Covariance between X and y (5 mks)

(b). Consider the following bivariate function defined by;
fx,p)={k(6-x-y) 0<x<2,2<y<4

0, otherwise.

Determine the value of the constant & such that f{x,y) is the probability density function, hence
evaluate the following.

(i) px=Ll, y=3)
(i). p(x+y<3) (9 mks)




QUESTION FIVE (20 MARKS)

The joint probability function of two discrete random variables X and ¥ is given by
ftx,y) = k(2x+Y), where x and y assume all integers such that 0<x<2, 02 y<3;
and f(x,»)=0 otherwise. The probabilities associated with these points, given by k(2x+y), are

shown in the table below;

Required, find;

(i) the value of the constant k. (2mks)

(i1) P(X=2,Y:1). (1mk)

(i P(X =LY< 2). (1mks)
(4mks)

(iv)the marginal probability function of X andY.
(v) Evaluate E(X), E(Y), E(X.Y), E(X?), E(Y?), Var(X), Var(Y) and Cov(X.Y)
(9mks)

(vi)Show that the random variables X and Y are independent. (3mks)
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