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OQUESTION 1: (30 Marks) (COMPULSORY)

a) Define the following terms

i. Absorbing state [1mk]
ii. Irreducible markov chains [1mk]
iii. Period of a state of markov chains [1mk]

b) Find the generating function for the sequence {0, 0,9,9,9, 89 .}
[2mks]

c¢) Let X have the distribution of the geometric distribution of the form
Prob(X=k)=pi =q"%p ., k=34 5, ..

Obtain the probability generating function and hence find its mean and
variance [9mks]

d) Given that random variable X have probability density function pr(X =
kK)=px k=0123,.. with probability ~generating function
P(S) = X2, pisk  and qi = piX = k) = Pis+1 + Piksz T Pz T
with generating function ¢(s) = Xi=1 qi.s*

Show that (1—s)¢(s)=1- p(s) and that E(X) = ¢(1)
[6mks]

e) Classify the state of the following stochastic markov chain
El EZ E3‘

AR Yy Y2
E;|1/, 0 1/,

E; 1/2 1/2 0
[10mks]



QUESTION 2: (20 Marks)

The difference — differential equation for pure birth process are
Pyp(t) = 2,0 (t) + Ap_1Pp-1(t), n =1 and
Py(t) = =29, (D), n = 0.
Obtain P, (t) for a non — stationary pure birth process (Poisson
process) with 4,, = A given that
1 forn=0
Py(t) =

o(t) {0 otherwise

Hence obtain its mean and variance

QUESTION 3: (20 Marks)

a) Let X have a Poisson distribution with parameter 4 i.e.

gAgk
Prob (X =k)=p, = = £=0,1,2,3, ..
Obtain the probability generating function of X and hence obtain its
mean and variance [Smks]

b) Using Feller’s method, find the mean and variance of the difference —
differential equation -

Pp(t) = —n(2 + wpn(t) + (0 = 1)Apy_1(t) + p(n + 1)pp1(£), n > 1 given

my(t) = Xp_onp,(t) , my(¢) = Yn=0 Py (t) and

m3(t) = ¥ o np,(t) conditioned on p4(0) = 0, p,,(0) = 0,

n+0 [14mks]




QUESTION 4: (20 Marks)

a) Define the following terms

1. Transient state [1mk]
ii.  Ergodic state [1mk]
iii.  Recurrent state [ ImK]

b) Classify the state of the following transitional matrix of the markov
chains
E4 E, E; E, E; ..
E;[1/2 1/2 0 0 0 ..]
E,[1/2 o 1/2 0 o
E;|1/2 0 0 1/2 0

l1z2 o0 o o o

[17mks]
QUESTION 5: (20 Marks)
a) Let X have a binomial distribution with parameter n and p i.e.
Prob(X=k)=p; = () p*a*™* . k=0L523..m
Obtain the probability generating function of X and hence find its mean
and variance. [8mks]

-

b) Consider a series of Bernoulli trials with probability of success P.
Suppose that X denote the number of failures preceding the first success
and Y the number of failures following the first success and preceding the
second success. The joint pdf of X and Y is given by
Py=prix=jy=k}=q¢*p* jk=0123,..

1. Obtain the Bivariate probability generating function of X and ¥
[2mks]
ii.  Obtain the marginal probability generating function of X  [1mk]
1ii.  Obtain the marginal probability generating function of ¥ [1mk]
iv.  Obtain the mean and variance of X [4mks]
v.  Obtain the mean and variance of Y [4mks]



